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PANEL TRANSCRIPT
Kandy: 
I have interviewed a lot of people about the subject. And here is my best example and understanding in terms of an analogy, especially for people who aren't engineers. 
	So, with a lot of arm waving as a new geologist, I am a doctor. And the well is my patient. The first time I know that something is wrong with the well, is when it shows up in my office. I don't know why it's sick, I don't know what happened to it. Now, I may have some fancy system, like Meredith just showed you, and I might be able to deduce, I might need to analyze why something went wrong. But, that's my deal as a doctor, is to basically triage the situation with the patient. So, the return to production management process is about the human side of what is happening when you identify there's something wrong with the work. What are those steps, that the marathon team were talking about, once they identify the problem, and how long, and what they do, to get it back into production. 
	We spent a long time as well, thinking about what kind of people would we want to come talk about that process in the industry, and what are the challenges, and where are people looking at solving that problem. We went out and asked a lot of ... early career professionals. I'm looking at a few of you in the audience right now. And we said, "Would you like to come and sit on a panel, a very esteemed conference, with a lot of very senior leadership from the industry?" And the first response we got from everyone was sheer fear. The idea, if you are of a certain age group, of standing up here, and talking about what you would like the industry to do, given you were just starting in it, basically nobody would come and sit on that panel.
	In the absence of that, we turned to some later career professionals, and our esteemed panel are here to talk about that subject here. I will tell you that just to fit in with the conference and the general theme, I seriously considered on going and getting my hair dyed, a spray tone, so you're adding a little bit of a thing here. Basically, I just kind of put off the idea, and I've decided to stay a young, early career professional as to them. Just so you know.
	The second challenge that we talked about on the panel, when we put the panel together, is what kind of people, what kind of companies, are looking at the problem, and where have they solved it, historically. Our panel is basically made up of representation from almost every size and scale of company and operation across the world. We have people that have worked in the Eagle Ford, Trinidad, California, deep water, onshore, mid continent, overseas. They've worked for companies from Exxon Mobil, to small consulting, from Murphy, to W&T Offshore, everywhere. And they've played out in every single role you can think of within the process, from production management, to operations management. Nearly all of them are engineers now. We do have one other earth scientist on the panel, and I'm sure he's gonna talk about that at some point.
	When we get to talk about the challenges, and we talk about the panel, I'm gonna ask William to start off talking about how he first identified that they first had a challenge in this area within the company. And then we're going to circle back afterwards and talk about the ways that these companies and the individuals have been part of solving those problems in the industry. So William, go ahead.

William:	
Good, I'll play a little bit off of Kandy being a doctor. Kinda said set it up like this is that. Most of the time, you get a little sick. You don't know if you really need to go to the doctor. A lot of us start from self diagnostics. I've lived in Houston probably about 15 years. One of the major issues I've had living here is I have allergies. So, as a well, I started coughing a little bit, little decongestion here. I'm thinking, "Hey, I'm fine, you know, I'm familiar with allergies, and I'll just go on my way." Now relate that to the well a little bit. 
	I know the well was producing, let's say, 50 barrels of oil a day. Offshore, not a whole lot, we've got a lot of production going back to this field, so a lot of the other wells are carrying most of the cost. The [LU 00:04:38] cost. So, well goes down, starts boarding, we start off offshore, clean up operators, and send the information in the end to the superintendent, which in turn, tells us if the operations group ... I think we have, what? 50 barrels a day. But we also have other wells down there, could be down thousands of barrels, or so. From our standing point, priority [inaudible 00:04:59] switches more to [inaudible 00:05:01]. 
	But, as we go in, there's less talk about who's involved in that. That's the problem. We have me as the asset manager, the production engineers, the red warning gears, facility engineers. We actually look at production all the time, but, I'll play a little bit more into that and tell you a little bit about the rest of the team. And I'll be including ... and if a certain day the operations and what's going on if the well's going down. That would be the geologists, and the landmen. Most people included in the [inaudible 00:05:32], we start talking about production, but they play an important piece in what's going on in the situation.
	I'm a try to list some common small things. 50 barrels of oil a day is considered a small amount. As we go along, and set up the issue a little bit further, you could delve down, it's sick, we don't know how sick it really is. On the surface, not very sick. There's not a lot of production. What happened was, is that this is a newly acquired field, so you'll learn a lot about the field, and most of the production out here is [inaudible 00:06:08].
	So, we think, you know, if people understand the units, then our production oil well will can hold a lot of anchorage, and therefore it's not a problem. So we find out, probably about two months down the road, everybody [inaudible 00:06:21] build offshore, if we start going down for three months, then we start having the issue of actually losing our lease. Well, this well wouldn't really bargain [units 00:06:30]. So, we have a separate room, and we call inspiration. Well, they have prospects all over, they just trying to kind of [inaudible 00:06:40]. What we did not know was that this well, under this well, it had a prospect of about 5 million barrels. So the problem is, is if we lose this lease, then other people with offerings always looking for other things to drill, and they have an eye on this drill. They're just waiting for this lease to expire. 
	So, I'm gonna stop, and leave it there, and call it the small things.

Kandy:	Joanne?

JoAnn:	
The difference is, when I go into the doctor, and I am legitimately sick, and I know I'm going to need some interaction of some kind. If I'm the patient sitting in the doctor's office, what I don't want is to sit there for very long and wait. Nor do I want to hear that I'm going to need some additional tests, so I need to go somewhere to get the tests before I can come back. I don't want to do any of that. 
	So now I'm going to mix my metaphors ... or let me give you an example, a specific example. I'm gonna talk now about, don't even have a well that is 50 barrels in this particular field. The average is between 15 to 20. But there's a bunch of them. You know, there's a thousand of those wells. And so if you get too many failures, then all of a sudden, it's "bing." It's impacting the production. And what I don't want, what the challenge was as well- First of all the challenge was I could never make my production targets, that's number one. In trying to figure out how to get back to the production target, meet that target, was trying to deal with the down wells, and all the down oil that we had. And it seemed like our best efforts, we just really struggled with being able to claw any of that down production back. 
	And what the issue was, is it wasn't that everyone is feeling the same pressure, getting beat upon because they weren't meeting the production targets. And everyone was trying very hard, and everyone was focused. The issue was a little bit like, I'll switch metaphors, we have a couple of people, or more than a few people, in a row boat and everybody's got an oar. And everybody is trying, they're putting their oar in the water at some point in time, and making a stroke with that oar. The only problem was, it wasn't very well coordinated. We would make some progress, it was kind of sloppy and we weren't in a straight line and we weren't making great progress. And the big challenge we had is something that I heard Tron mention this morning, I heard Yanbo mention this morning, I think I heard Josh mention, and the people this morning talk about the fact that the data is not very well integrated. That there's silence of data. Well guess what, before we were depending upon data too much, it's because we don't behave very integrated. Our individual people then, we didn't act that way. 
	So everyone was working their hardest, whether it was the production technician, or the production foreman, or the guy scheduling the rig that needed to go out, everybody was working hard. But the alignment and the coordination around how that needed to happen to minimize the time between knowing that I was sick and I need help, and actually getting me well again, was not great. It was taking way too much time. 

Kandy:	John?

John:	
[bookmark: _GoBack]Thank you. I must declare that Kandy contacted me a month ago or so, and drove me into perhaps, and said, "Look, we need you to really come and look wiser and more mature," so I colored my hair as gray as possible so I fit that bill. I hope I succeeded. 
	Making sure you're at the doctors office for a credible reason. Once you're there, get in and out as quick as possible. But like you, I don't even want to be there in the first place. I want to prevent having to go to the doctors in the first place. 
	Aa little bit of background for my problem was that we had bought, BHP Billiton, had bought Petrohawk assets in about 2012, and it was a company under a fast pace of development. There was lots and lots of data. It had been piped through a series of different skating systems. The good news at the time is, and this was only 5 years ago, that everything was attached to an alarm or notification. There was a reference point. It was at a plus or minus ten percent, or a target production level, and if any time it deviated, a series of people would get a text and an email, and sometimes a phone call. 
	When we first inherited the asset, it was a bit crazy, because people were getting contacted two or three different ways to address the same problem. There were hundreds and hundreds of wells. 10, 20, 30 people over there were just deluged with a certain amount of data. 
	Resource allocation was not a huge problem because we had allocated the number of foreman to the right size of lease or route. 120 to 150 wells per person. For a technician, or an operator, an informant would take care of six or eight of those, so that they could keep track of those, without a very elegant IT system. Now we do have skater systems and ways to report that, and some of the functionality that we saw in the Maritime example, which is a great example. 
	It wasn't around figuring out which wells are gonna fall through the cracks, but more importantly it was about how to get away from just the fire fighting. This was a team that was applauded for years in having a quick mean time to prepare, very well [inaudible 00:12:11] to prepare. Had a lot, [gain 00:12:13] after it, get the well back on production, move onto the next one. Business savvy as that sounds, no one took the time figure out the root cause. "Why is the well going down in the first place? What can I do to avoid it all together?" That's the metaphor back to the doctor's office, or the analog back to the doctor's office. How do I avoid the well going down, and the patient having to go in, in the first place?
	So openly, this was how to prevent the failure, and play less the mean time to repair game, and play more the mean time between failure game and equipment speed. So having to lengthen out the time between doctors visits. [inaudible 00:12:48]. 

Kandy:	
So, to kind of sum up, if I can paraphrase what we've heard, is the challenge between, if you were in the triage world, making sure that there are specialists involved in the triage situation, like William saw around the land. Having land like in the marathon example, a land involved can see what's going on in the operations dashboard.
	In the second area with Joanne, we're talking about the length of time you're sitting. You might be sitting as the well is down, waiting to be looked at. Especially if you were in a smaller, I don't know if this is a politically correct way of saying this, but if you were in a less sexy field, and you are in the bottom field, the least producing, getting attention or getting right results on occasion to get looked at or seen, might be worth the challenges.
	And then from John's standpoint is, how do you get from the firefighting mode, where your showing up, say, to be fit on a regular basis, to be able to step back and really look at the process of the root cause analysis.
	We're gonna circle back around and basically, starting again with William is, given the challenge that you have, how did you and your team then approach solving that problem so that you can improve on that process?
William:	Right. Kind of what we do, as I say, I'm actually the guy with the problem, so it took me a little while to actually go into the doctor's office. I look pretty good. Look like there's not a big problem. I know I'm sick, maybe coughing a little bit but no big issue. I have three or four people looking out at me. One guy will say after the operation, "Oh, it's not that bad. We just gotta let him sit there for a little bit." 
	You have the production engineers say, "Hey, I got these other patients that look a little bit more sick. Maybe I'll just put him on hold. I'll put him in the schedules." Then you have the geologist who'll say, "Hey, I'm working on this project, but it's not that big of a deal. We got time in order to be able to evaluate [inaudible 00:15:07]." Then we have the landman say, "Well, it looks fine. [inaudible 00:15:12] conversation." 
	We talk a little bit. He actually goes back and looks at some of the history. He finds out, "Hey, this well's got sick before," that this well is not part of the [Union 00:15:25]. You stand along the well and you getting sick is a big thing [inaudible 00:15:29]. I kind of laid that in the beginning saying that if I lost this lease, y'all still get a good prospect in just the drill and make a lot of money. The problem is, is that you're in jeopardy of losing it. I only need the ground that I actually sit on. That causes problems because if you know about the process of going and releasing it and going, you spend more money. More money than you thought if you just get something that's all [inaudible 00:16:02].
Kandy:	When we talked about before, you talk venture someone who processes or the way you change things to make sure that you have a constant eye out for those issues.

William:	
What I did now, is that now you don't limit it to just the operations group. You didn't [inaudible 00:16:24]. Now we have a weekly meeting to go over all our to go over all our in jeopardy leases and leases that have one gulf holding a lease or we have a low production covering the lease because we have losses. Now we have a process on, if we base it, then we're gonna get all the production on these critical lease, we call it a critical lease report. Make sure everybody involved, as far as the operations, plan, accounting, everybody's including these things, make sure we understand the issue that we have.

Kandy:	JoAnn, you want to talk a little bit about how you solve that waiting time issue?

JoAnn:	
As I mentioned, it wasn't a lack of focus on needing to ... It wasn't that people weren't focused on trying to get the down wells back on. What we have to quickly evolve to if we had any chance of getting our arms around all that down production, while John was trying to figure out how we don't have any more failures at all, is we have to take what I call, instead of having focus, you had to have an organized discipline to commit that. To take certain actions today. There was some comment and the marathon folks talked about that. Their dashboards are helping them to see what needed to be done today. 
	From a diagnostic or analysis standpoint, that's a great discipline to have. I think that's extremely important. What we weren't doing at the time was then saying when it comes to executing those recommendations that are coming out to fix this, how do we ensure that nothing falls through the cracks? How do we get that organized discipline around the execution of those steps? Probably the number one was visibility. Just as the marathon dashboard did, shows the analysis and identifying wells and operative conditions that aren't where you want them. The same thing needed to happen, for when we actually start taking action, what needs to be done today? Who is responsible for doing that? We want to be sure that no well was an orphan.
	We didn't want any wells sitting in someone's inbox. The notification sitting in someone's inbox. We wanted all of them to be visible to everyone. It did come up to trying to get some visibility in one system after we know we're sick and we need to take some action, how do we extend that into insuring the execution steps everyone, all the integration, the engineer knew what the operations person's supposed to do. Or the foreman. Or a technician. Or the guy that was scheduling the rigs. There had to be one place to coordinate all of those activities. 
	We were small, little insignificant, not sexy field. One of the key things we did is we recognized that there was Eagle Ford out there. It was an Eagle Ford that was doing all that good stuff. We actually packed up and went over and spent some time with them. That was critical. Big believer in learning from others.

Kandy:	John?

John:
	Yes. You'll recall my problems come up with the doctor's office all together. How do I avoid frequent failures, you have really low production. Ultimately, it's about educating yourself and starting to collect data so you think about the continuous recruitment cycle of [KNB 00:20:05] Check act. I want you to get good data collection so you can make fact-based reasoning decisions. Ultimately, less to development of toy, very simple system to start categorizing some of the symptoms of the down wells. That sounds fairly simple, perhaps even rudimentary, but when you're talking about 1,000 wells in a very fluid situation, big management becomes a lot of tactics and tactics and more tactics. 
	These [inaudible 00:20:34] for offshore for many years since the late '60s, so we did have a system in place and they categorized the symptoms of down production. I keep saying symptoms versus a root cause because, technically speaking, a symptom is what we would observe at first watch. Why the well went down and why the facility shut the well down. It may or may not be related to the root cause. Root cause is typically days or long of evaluation and analysis. It's the most obvious symptom that's taking the well down.
	We leveraged what we built offshore. It used, effectively, years. Because we are a very new environment, these were new oil fields, the number of codes and the simple definition is no longer applied. As an example, we had something like 20 or 30 down codes in the offshore environment. I think we actually had to do, a deep dive, about ten times that many to get it right over one shore. I think we [inaudible 00:21:32] in New York. These codes themselves sound trite almost. You can come up with lots of different reasons why wells come down, but it's really a great exercise in the community-based standards. Everybody's got to put their thumb print on this for some reason because a lot of people have to execute this. We're talking about hundreds of people having used these common terms and these common codes and to find things the same way in order to collect high-quality data. You can collect data that's quite random. Decisions you make for improvement are gonna be just as random obviously. 
	This all gets codified into a bit of technology. There were some IT folks involved, which is a good thing. At the right time, this was not technology solution. It was a business process solution with a technology backbone. It's web enabled. It's got many drop-down menus. We can sort it and visualize it and re-portal it. There'll be a mobile version here eventually. Ultimately, I want to emphasize this is a business process that must be driven by the business owners, not so much a "knowledge is for joy," something kind of cool.
	Ultimately, it's populated by users that are the operations team for down time events and production engineers generally for referral events. Difference between them having referral for us is down time, the well production actually goes to zero. Something showing deferral is, something is off, production off, it's declined for off the expectation, but it still produces something. It's inhibited but not completely down.
	Ultimately, this data that we collect, these reports that we generate must be used as part of the larger continuous recruitment cycles. I'm talking about the usage of meetings and evaluating the data in a more disciplinary way and brainstorming solutions to problems and executing one of those with some bigger [ail 00:23:26] to only reviewing those and learning what we can from them. I would submit just collecting the data and even reviewing it team by team can only get you so far. There's always a bigger prize and we have a bigger team to evaluate. Trends and acting on things to come.

Kandy:	
Thank you. We wanted to leave a couple of minutes for questions and then really just to sum up what you've heard is three very experienced operations productions managers talking about their, it was really funny listening to the [writing 00:23:55] machines talk just before. Because now hearing about "what are the humans doing?" Every challenge that these have all faced involved challenges with visibility into the fact that there's a problem. But also visibility into what the humans are doing to start there. 
	I noticed one of the things on the American slides, "The thing to come." The last slide was around their tracking of the work and the reporting of what people are actually doing. And what can be learned from that. For example, in what John's talking about in terms of just codifying what was the problem. 
	I'm gonna open up for questions. Basically, I think there's a microphone somewhere ... Yeah, great. Any questions?
 
Speaker 5:	
[Rod Saminami 00:24:50] from the power group. I would like really to bring the subject a little bit probably deeper into that of a quality of the [maginets 00:25:01] or quality of the data that you get. How it's really focused on [pocudo 00:25:05] because much of what this start probably turns on, with the tech team, issues that are impacting operations. Probably more like, the bomb fails, the well goes down. They are pretty much obvious, but what about the non-obvious? How much of the data is integrated in the process of recognizing things like data building, not reconciling, not validated. Particular [graph 00:25:38], at the end of the day, production is about quality, quantity measurements. What metrics and eventually paying back the [disorders 00:25:47] and so on. How much of these processes, these processes are being put in place to cater, as well, to that level of [inaudible 00:25:57] when it comes to looking at the data quality from that perspective as opposed to pure operation, data that related to the actual, the operations? 
	One example could be the balancing of the system, is that integrated or part of the project or [much 00:26:16] measurement? And the quality of the measurement and [inaudible 00:26:20] that process simulation?

Kandy:	John, do you want to close this one?

John:	
Yeah, I'll start because I think there's something over here we learned as well. Today we all are measuring everything. Companies our size probably have a couple million tags. Much less than Exxon Mobil, who's probably got 10 or 20 million tags. About a year ago, we came to a civil organization that we actually have two product streams coming off of our facilities and our wells. 
	Clearly, the most obvious one is the product stream called Oil Gas. In order as well. We monitor the heck out of that. We got control centers and surveillance centers and we have engineers on top of engineers watching the other engineers for that product flow. We can't but realize that the second product flow, which is almost as valuable, is the data. If the product flow is this way, there's a measurement point in here, there's another slip stream of data in the form of electrons in some way or current that's flowing as well. It must be monitored. We developed these new centers called knowledge and built operations centers or T rocks. 
	BHP Billiton is a fairly large mining company, some of you might know that. Many of our colleagues in Australia and other places are using the t-rocks to make sure that the quality of the data is as high as it can be, so several people look at the product, the up product or the gas data. It's a pot falling as well. The infrastructure such as the lions network, such as the router, such as the data management databases. Thing of that nature all have to be green, green, green for you to have confidence in the data before you get to be a decision maker to localize a crew or do a work over. 
	We have recently come to that realization where using these t-rocks. We're still learning how to use them most effectively, but I think it's in that simple realization that we think it'll be for. Not that it's perfect, we saw plenty of pieces of [inaudible 00:28:18] that fail much more than they should. [inaudible 00:28:20] meters, coils, meters, things like that, but we're starting to get really serious about their quality.

Kandy:	
I think we're out of time, but I want to explain ... Do we have time? Yeah. We want to wrap it up. Team, the panel, will be in the coffee break area if anybody wants to follow up with questions. Kind of in the back coffee area. That'd be great. Thank you all very much.
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